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1) Explain in three sentences how machine translation from English to German using an interlingua works.

2) How is human evaluation of machine translation done (as presented in the course), which measures are used, and what do they capture?
3) What are the first and second steps of the IBM Model 1 generative story (which we can use to randomly sample an English sentence from a German sentence)?
4) Using the original phrase-based model, you are given the source phrases in this order:

 |morgen| |nach kanada| |fliegen wir|

What is the reordering cost (in terms of the parameter Z)

for the hypothesis A: |tomorrow| |we are flying| |to canada| and 

for the hypothesis B: |we are flying| |tomorrow| |to canada|? 

Explain in your answer how the pointer to the next position is moving.  

5) In log-linear models, how do we mathematically weight the probabilities assigned by feature functions? Give a brief idea of how good weights are determined, and the data used for this.
6) What is in stack 1 in phrase-based decoding?  Give an example of what could happen when the very first extension is carried out when beginning to process stack 1.
7) Give two examples of how naive approaches to sequence tagging can fail to produce a coherent set of SGML/XML tags (such as <STIME>), and explain how this can be solved.

8) Briefly describe backpropagation (no mathematical formulas are required). Which algorithm for training linear models is backpropagation similar to?

9) Which 3 steps are followed to create a BWE using post-hoc mapping (as presented in the course)? What data is used?

10) How is the hidden state of a basic RNN translation model (Sutskever et al.) computed in the second time step (no mathematical formula is required)? What does this hidden state represent?
11) What is self-attention in a transformer, and how does it differ from (normal) attention?

12) Suppose we have a pretrained language model trained on English and German. What data would this typically be trained on? Give a brief idea of a situation where we would need to use such a language model for transfer learning for sentiment analysis (not machine translation). 

13) Which two kinds of operations are there in the Operation Sequence Model? What sort of model is used to score a hypothesis?

14) How is Word Error Rate computed when comparing a hypothesis and a reference (give a basic idea, not a mathematical formulation)?

15) Discuss the difference between the embeddings of a word-type which occurs in two sentences as embedded by word2vec and the same word-type as embedded by BERT. In your explanation, give two different example sentences containing such a word-type, where the first letter of the word-type is the letter “s”.

