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Abstract

We describe LMU Munich’s machine transla-
tion system for English→German translation
which was used to participate in the WMT19
shared task on supervised news translation.
We specifically participated in the document-
level MT track. The system used as a primary
submission is a context-aware Transformer ca-
pable of both rich modeling of limited contex-
tual information and integration of large-scale
document-level context with a less rich repre-
sentation. We train this model by fine-tuning
a big Transformer baseline. Our experimen-
tal results show that document-level context
provides for large improvements in translation
quality, and adding a rich representation of the
previous sentence provides a small additional
gain.

1 Introduction

In this paper we describe the system we developed
at the LMU Munich Center for Information and
Language Processing, which we used to partici-
pate in the news translation task at WMT19. We
submitted system runs for the English→German
translation direction and specifically focus on the
document-level translation track. The goal of the
document-level track is to train machine transla-
tion models capable of taking into account larger
context or even entire documents when translating
sentences.

Supervised NMT has achieved state-of-the-art
results (Bahdanau et al., 2015; Vaswani et al.,
2017). Several works have claimed translation
quality on a level similar to human translation. Wu
et al. (2016) report translation quality on par with
average bilingual human translators and Hassan
et al. (2018) argue for parity to professional hu-
man translators on news translation from Chinese
to English. However, these claims have been chal-
lenged in several ways with recent work (Läubli

et al., 2018; Toral et al., 2018). One challenge
is that these evaluations were done without giv-
ing evaluators access to the whole document-level
context. They further show that human transla-
tions are preferred over automatic ones if evalua-
tors are given document-level context. This is pre-
cisely the motivation for the document-level MT
track in this year’s WMT19.

One of the reasons for the failure of NMT in
these context-dependent cases is not being able to
model discourse-level phenomena. The straight-
forward reason for this is that traditional NMT
does not have access to the context. As a result,
it fails to account for several discourse-level phe-
nomena, prominent ones being coreference reso-
lution and coherence.

Coreference resolution has a particular impact
on English→German translation, specifically for
pronoun translation. English has only one third
person singular pronoun that is routinely used for
non-human references (“it”), while German has
three, each representing a specific gender: mas-
culine, feminine and neuter. Consider the follow-
ing sentence: We know it won’t change students’
behaviour instantly. The translation of it into Ger-
man can be, er, sie or es depending on the gender
of the noun the English it is referencing. Since
traditional NMT is working on the sentence-level,
it has no way of ascertaining the appropriate gen-
der and usually falls back to the data-driven prior,
which is the neuter es.

Coherence is important in order to provide co-
herent translations across the whole given docu-
ment. It is usually undesirable to produce transla-
tions with different meanings within a single doc-
ument for the same ambiguous word.

Taking into account the whole document when
generating translations will address some of the
relevant discourse-level phenomena. An implicit
effect that one could expect by modeling the whole



document is also modeling the underlying domain.
On an abstract level, one can presume that this
is happening in sentence-level models as well,
however access to larger context is likely to im-
prove the ability to implicitly identify the domain.
Domain adaptation and multi-domain NMT have
been extensively studied (Kobus et al., 2017; Fre-
itag and Al-Onaizan, 2016; Farajian et al., 2017;
Sajjad et al., 2017; Zhang and Xiong, 2018; Chen
et al., 2017; Tars and Fishel, 2018). However,
most previous works assume that the domain of
each sentence is known at training time, which is
often not the case.

Taking into consideration different discourse-
level phenomena, we develop a Transformer
(Vaswani et al., 2017) which can richly model
the previous sentence, but also takes advantage
of larger context. We borrow on previous work
on context-aware NMT (Stojanovski and Fraser,
2018; Voita et al., 2018; Miculicich et al., 2018;
Zhang et al., 2018) and add additional parameters
in the encoder and decoder to account for the pre-
vious sentence. We limit the context since we want
this part of the model to be able to do coreference
resolution which very often can be addressed by
looking at the first previous sentence. We addi-
tionally take the 10 previous sentences and cre-
ate a simple document representation by averag-
ing their embeddings. This embedding is subse-
quently added to each source token in the sentence
to be translated in the same fashion as positional
embeddings are added to the token-level embed-
dings in the Transformer. We assume that this rep-
resentation can help provide a clear domain signal.

The remainder of the paper outlines the model
in detail, and presents the experimental setup and
obtained results.

2 Related Work

There are large number of works in NMT focus-
ing on integrating document-level information into
otherwise sentence-level models (Jean et al., 2017;
Wang et al., 2017; Tiedemann and Scherrer, 2017;
Bawden et al., 2018; Voita et al., 2018; Zhang
et al., 2018; Stojanovski and Fraser, 2018; Mi-
culicich et al., 2018; Tu et al., 2018; Maruf and
Haffari, 2018). These works have shown that im-
provements in pronoun translation are achieved by
better handling coreference resolution. Smaller
improvements are observed for coherence and co-
hesion. The main intuition behind the models in

these works is that they employ an additional en-
coder for contextual sentences and integrate the
information in the encoder or decoder using a
gating mechanism. Our model is similar to the
context-aware Transformer models proposed in
these works with some specifics which we discuss
in Section 3.

We also extend the Transformer model with a
simple document representation which we assume
provides for a domain signal. This could be useful
for domain disambiguation and improved coher-
ence and cohesion. This model is similar to previ-
ous work on domain adaptation for NMT (Kobus
et al., 2017; Tars and Fishel, 2018) where special
domain tokens are either added to the beginning of
the sentence or concatenated as additional features
to the token-level embeddings. However, they as-
sume a set of known domains in advance which is
not the case in our work. We model the domain
implicitly.

3 Model

In this work we develop two models: a
previous-sentence and document-level context-
aware Transformer. For our primary submission,
we use a joint model combining both approaches
into a single model. We use source side context
only, both at training and testing time.

3.1 Previous-sentence context-aware
Transformer

This context-aware model is in line with previous
works on context-aware NMT (Voita et al., 2018;
Stojanovski and Fraser, 2018; Miculicich et al.,
2018; Zhang et al., 2018). The standard Trans-
former is extended to be able to receive an ad-
ditional sentence as input. In this work we only
use the first previous sentence. We feed this con-
text sentence through the Transformer encoder. As
suggested in Voita et al. (2018), we share the en-
coder for the main and context sentence. In or-
der to provide information as to what is being en-
coded, we add a special token at the beginning of
the context sentence. We share the encoder layers
up to and including the penultimate layer. Unlike
Voita et al. (2018), we do not integrate the con-
text in the encoder, but rather in the decoder. As a
result, the last encoder layer is the standard Trans-
former encoder, but it is not shared across the main
and context sentence.

We modify the decoder by adding an additional



multi-head attention (MHA) sublayer on the con-
text representation. As in the standard Trans-
former decoder layer, at training time, we first
compute self-attention over the target sentence and
use this to compute the MHA representation ci
over the main sentence. The output of this step
is used to condition the MHA cci over the context.
Subsequently, the outputs of the MHA over the
main and context representations, ci and cci , are
merged using a gated sum. The use of the gate is
similar to previous work (Wang et al., 2017; Voita
et al., 2018). It is conditioned on ci and cci . The
output is computed as follows:

si = gi ⊗ ci + (1− gi)⊗ cci
and the gate is computed as:

gi = σ(Weci +Wcc
c
i )

where σ represents sigmoid activation and ⊗
element-wise multiplication. The gate enables the
model to control how much information should be
used from the main sentence and from the context
sentence. Finally, the output of the gated sum is
passed through a feed-forward neural network.

3.2 Document-level context-aware
Transformer

We also extend the model with the ability to con-
sume larger context. Miculicich et al. (2018) pro-
posed a model capable of using large context us-
ing hierarchical attention. They tackle the mem-
ory requirements of such models by reusing al-
ready computed sentence representations. This in-
troduces limitations as to how the random batch-
ing usually used to train NMT works, since it is
necessary to have the previous sentences of a given
sentence in a document already processed. Fur-
thermore, Miculicich et al. (2018) report that they
fail to obtain significant improvements as the con-
text increases. They do not improve results beyond
context sizes of 2 or 3 sentences.

As a result, we make a simple modification to
the Transformer which enables it to handle large
context sizes. In this work we use up to 10 sen-
tences of context, all of which are previous sen-
tences (but it would also be possible to use the
following sentences as well). We take the em-
beddings of all tokens within the context and sim-
ply average them. This averaged document rep-
resentation is then passed through a feed-forward
network. The final document-level representation

is then added to all token-level source embed-
dings in the sentence to be translated in the same
manner as the positional embeddings are added
in the Transformer. A similar approach was pro-
posed by Kobus et al. (2017) for domain adapta-
tion in RNN-based NMT. The work differs since
they have special tokens which indicate the do-
main and they concatenate them instead of adding
them to the token-level embeddings. Our approach
is more flexible since it only relies on having ac-
cess to contextual information and does not re-
quire explicit domain knowledge. Our intuition
with this approach is that the document represen-
tation should be informative of the type or domain
of the document being translated.

We share all source, target, output and context
embeddings. We freeze them in the continued
training phase with the context-aware model in or-
der for the model to be more memory efficient.

4 Experimental Setup

4.1 Preprocessing
The data is preprocessed by normalizing punctu-
ation, tokenizing and truecasing with the scripts
from Moses. We apply BPE splitting (Sennrich
et al., 2016b) with 32K merge operations. BPE is
computed jointly on both languages.

Corpus sentences
CommonCrawl 2.1M x2
Europarl 1.5M x2
NewsCommentary 0.3M x2
Rapid 1.4M x2
WikiTitles 1.3M x2
ParaCrawl 13.5M
NewsCrawl 9.3M
NewsCrawl v2 16.9M

Table 1: Training data sizes after filtering. x2 - over-
sampling factor.

4.2 Data filtering
Samples where the length of the source, target
or first previous sentence before BPE-splitting is
over 50 tokens are removed. For the purposes of
our document-level model, we also use larger con-
text. In our experiments, we restrict the model
to access only the 10 previous sentences at most.
Samples where the total length of these sentences
exceeds 500 are also removed. After applying
BPE splitting, an additional length filtering step



is applied with a maximum length allowed of 100
for the source, target and first previous sentence.
Document-level context is limited to 800.

WMT provides the large ParaCrawl corpus
which is very noisy. In previous years at WMT,
high scoring systems showed that it is necessary
to perform aggressive filtering. We reuse some
of the data selection steps proposed in Stahlberg
et al. (2018). We run language identification and
remove non-English and non-German sentences.
Furthermore, all sentences are removed where one
of the following conditions is met: a word is
over 40 characters long, HTML tags in text, sen-
tence length less than 4 words, character ratio be-
tween source and target sentence is over 1:3 or
3:1, source or target sentence is not identical after
removing non-numerical characters and sentence
does not end in a punctuation mark. As a result,
the size of the ParaCrawl corpus was reduced from
30M to 13.5M sentences. Unfortunately, due to
time constraints, we were not able to reproduce
the data filtering and data selection suggested by
Junczys-Dowmunt (2018) which obtained the top
BLEU scores at WMT18. They showed that the
optimal number of sentences is 8M. We assume
that the higher number of presumably noisy sen-
tences is affecting our initial baseline.

4.3 Backtranslation
As shown in previous years, using backtransla-
tions (Sennrich et al., 2016a) is essential for strong
translation quality. We train a German→English
small Transformer and use it to backtranslate
NewsCrawl data. Due to time constraints, we were
not able to use the backtranslated data in the initial
training of the English→German model. As a re-
sult, we fine-tune the already trained baseline with
the backtranslated data mixed in with the parallel
WMT data.

4.4 Hyperparameters
We train a big Transformer as a baseline. Em-
bedding and hidden dimension size in the encoder
and decoder is 1024. All attention sublayers use
dot product attention and have 16 attention heads.
The size of the feed-forward neural networks is
4096. The hidden dimension size of the context-
aware encoder and context attention sublayer in
the decoder is 512. All context-related atten-
tion sublayers have 8 attention heads. All mod-
els have 6 encoder and decoder layers. We use
sinusoidal positional embeddings which are added

to the token-level embeddings. In the case of the
document-level model, we further add the average
of all large-context embeddings. We apply resid-
ual dropout of 0.1 as in (Vaswani et al., 2017). Ad-
ditionally, dropout of 0.1 is applied to the multi-
head attention and feed-forward network. We also
use label smoothing of value 0.1.

4.5 Training
We train the Transformer baseline with a warmup
period and a learning rate of 10−4. In all cases of
continued training in the paper, we set the learn-
ing rate to 10−5. We train the models with early-
stopping based on the perplexity on the develop-
ment set. We checkpoint the model every 4000
updates. The learning rate is reduced by a fac-
tor of 0.7 if no improvements are observed for 8
checkpoints. Training converges if no improve-
ments are observed after 32 checkpoints. We train
our context-aware models by continued training
on the converged baseline. All parameters relating
only to the context-aware parts of the architecture
are randomly initialized. The batch size is set to
4096 tokens.

Model parameters
baseline 217M
previous-sentence context 253M
document-level context 225M
joint model 261M

Table 2: Number of model parameters. All models are
big Transformer models.

The number of parameters for all models are
presented in Table 2. We train the models on 4
GTX 1080 Ti GPUs with 12GB RAM. We use
Sockeye1 (Hieber et al., 2018) to train the baseline
and our context-aware models.

5 Empirical Evaluation

We present the results we obtain with our mod-
els in Table 3. We report results on the
English→German newstest2017, newstest2018
and newstest2019. We report BLEU scores us-
ing sacreBLEU2 (Post, 2018) on detokenized text.
For the final submission, we processed quotation
marks to match the German style.

We train our baseline on the data presented
in Table 1. We initially train on the ParaCrawl

1https://github.com/awslabs/sockeye
2https://github.com/mjpost/sacreBLEU

https://github.com/awslabs/sockeye
https://github.com/mjpost/sacreBLEU


dataset and an oversampled version of the other
datasets. We train this baseline until convergence
with early-stopping based on the perplexity on the
development set. As a development set, we use
newstest2018. After convergence, we fine-tune
with 9.3M NewsCrawl backtranslations in addi-
tion to the dataset we used for the initial base-
line. This baseline is used to initialize all the
other context-aware models. It is interesting to ob-
serve that fine-tuning with NewsCrawl backtrans-
lations and WMT data improves on newstest2017
and newstest2018, but significantly decreases the
BLEU score on newstest2019.

en→de
Model nt17 nt18 nt19
baseline 29.8 45.3 39.5
baseline* 30.3 45.6 38.5
previous-sentence* 30.5 46.0 38.6
document-level* 30.5 45.7 39.3
document-level 31.1 47.0 40.0
joint 31.1 47.1 40.3

Table 3: BLEU scores on newstest2017, newstest2018
and newstest2019. * - model trained with NewsCrawl
backtranslations. All context-aware models fine-tuned
on baseline*.

For training the context-aware models, we ig-
nore the ParaCrawl data and use the remaining
datasets. Depending on the setup, we either
use the 16.9M NewsCrawl backtranslations with
document boundaries or completely ignore them.
Our previous sentence context-aware Transformer
trained with NewsCrawl backtranslations do not
provide for significant improvements. It increases
the BLEU score from 38.5 to 38.6. However, the
document-level model with averaging context em-
beddings obtains a BLEU score of 39.3.

We also remove the NewsCrawl backtransla-
tions when fine-tuning our average context embed-
ding Transformer. This proves to be very helpful
and we manage to obtain 40.0 BLEU. It is interest-
ing that this model also substantially improves the
BLEU score on newstest2017 and newstest2018.
One possible explanation of the adverse effect of
using backtranslations is that our document-level
model is more sensitive to noisy input. We leave a
further examination of the issue for future work.

Finally, we train a joint model where we com-
bine the average context embedding approach with
the previous-sentence context-aware Transformer
where we employ a separate encoder and modify

the decoder. This further pushes the BLEU score
to 40.3 on newstest2019 and slightly improves re-
sults on the other test sets. This is the system we
used for the primary submission.

We also tried ensembling context-aware joint
models. However, due to time constraints we only
managed to train a single baseline. Therefore, all
context-aware models were trained by fine-tuning
on top of the single baseline. As a result, these
models were not diverse enough and ensembling
did not help. After the evaluation period, we also
tried averaging the last 5 checkpoints of a single
run of the joint model. This improved the score on
newstest2019 to 40.8 BLEU.

6 Conclusion

In this work, we presented our system which we
used to participate in the English→German news
translation task at WMT19. We proposed two
modifications to the standard Transformer archi-
tecture. We propose a context-aware Transformer
which has a separate encoder and a modified de-
coder in order to provide for a fine-grained ac-
cess to a limited context. We further extend this
model by proposing to average the context token-
level embeddings and add them to the main sen-
tence embeddings. This enables access to large
scale context. We show that the latter modifica-
tion provides for large improvements with regards
to a baseline and that combining both approaches
leads to a further performance increase.
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