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Motivation
• Research Overload & Human Limitations

• AI as a Collaborator

• Inspiration

scientific discovery needs new hypotheses and experiments
biomedical research is becoming increasingly complex and specialized
human cognition and time are limited
overwhelming volume of scientific publications
rapid emergence of new technologies

traditional AI tools only summarize existing knowledge
-> allocate extra compute at inference time

built on advances in large language models (e.g. Gemini 2.0)
generates, debates, and evolves -> AI Co-Scientist
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AI Co-Scientist
• Scaling Test-time Compute

• self-play-based scientific debate -> generate original hypotheses
• tournament-style hypothesis evaluation process -> improve hypotheses by identifying win/loss patterns
• hypothesis evolution mechanism -> enhance the quality of proposed ideas
• use of tools such as web search -> enable self-feedback and iterative refinement of suggestions
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Key Areas
• Drug repurposing

development of new drugs is 
time-consuming and costly
-> identifying new therapeutic 
uses for existing drugs

• Novel Treatment Target Discovery
• re-matching existing 

drugs and diseases
• uncovering entirely new 

biological mechanisms 
and components

• Hypothesis Generation for 
Antimicrobial Resistance
evaluated the system’s ability 
to generate hypotheses’ 
explanation
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Expert-in-the-Loop Scientific Collaboration
• collaborative workflows by enabling natural language iterations
• employs specialized agents -> generate, debate, and evolve within a tournament framework
• feedback from the tournament enables iterative improvement
• the co-scientist leverages tools
• scientists can converse with the co-scientist
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Research Goal / Plan Configuration

• research goal as the start
• leveraging the multimodal and long context capabilities of Gemini 2.0 models
• parses the goal to derive a research plan configuration
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Research Goal / Plan Configuration
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Supervisor Agent

• initiates the creation of a task queue
• orchestrates the specialized agents
• periodically calculates a comprehensive set of summary statistics
• writes the state to the context memory
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Generation Agent

• proposes an initial list of candidate hypotheses or research ideas relevant to the goal
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Generation Agent
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Generation Agent
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Reflection Agent

• searches relevant prior work
• assesses existing experimental evidence for or against a given hypotheses
• verifies the novelty, correctness, and quality of generated outputs
• filters inaccurate and non-novel hypotheses
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Reflection Agent

Types:
• Initial Review: quickly discards flawed, non-novel hypotheses
• Full Review: leverages external tools to identify relevant articles for improved reasoning and grounding
• Deep Verification Review: detects subtle errors within complex hypotheses
• Observation Review: explores whether a given hypothesis can account for long-tail observations from prior experimental results
• Simulation Review: simulates the mechanism of action or the proposed experiment in the proposal
• Recurrent/Tournament Review: adapts its full reviews based on the co-scientist's growing knowledge
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Reflection Agent
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Reflection Agent

Full Review
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Reflection Agent
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Ranking Agent

• Hypothesis overload -> Ranking Agent
• Elo-based tournament
• Multi-turn debate
• Pairwise comparison
• Top-ranked prioritized
• Similarity-based matching
• Resource-efficient evaluation
• Promising hypothesis selection
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Ranking Agent
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Ranking Agent
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Proximity Agent

• computes similarity between hypotheses and builds a graph of ideas, helping cluster related 
concepts and ensure diverse exploration
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Evolution Agent

• Grounding enhancement
• Coherence & feasibility
• Inspired generation
• Hypothesis combination
• Simplification
• Out-of-box ideas
• Non-destructive evolution
• Iterative refinement



Towards an AI Co-Scientist 24Multi-Agent Architecture

Evolution Agent
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Meta-Review Agent

• Feedback loop
• Tournament synthesis
• Review pattern detection
• Improve reflection quality
• Research overview
• Future roadmap
• Example topics & directions
• Knowledge boundary mapping
• Expert contact suggestion
• Collaboration opportunities
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Meta-Review Agent
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Meta-Review Agent
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Evaluation Objectives
• Validation of Elo Metric: 

determine if the system’s Elo rating (an automated tournament score) truly correlates with solution quality

• Impact of Compute Scaling:
examine whether increasing test-time compute (more iterations in the generate–debate–evolve cycle) improves the 
quality of hypotheses

• Baseline Comparison:
assess how the AI co-scientist performs versus other models and human experts

• Expert Evaluation of Outputs:
measure human expert judgment of the co-scientist’s hypotheses

• AI Judge Evaluation: 
Investigate if other AI systems agree on the quality – using frontier LLMs as surrogate “experts” to rank solutions

• Safety and Robustness:
confirm that the system adheres to safety constraints by robustly handling adversarial or dangerous research goals
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Elo Auto-Evaluation
• The co-scientist conducts an internal tournament of hypotheses, assigning Elo ratings based on pairwise comparisons (win/lose 

debates).
• To validate this metric, the authors tested it on a difficult Q&A benchmark, GPQA (General Prior Questions Answering) dataset, 

by checking if high Elo solutions more often match known correct answers.
• Higher Elo should indicate a higher probability of a correct or high-quality hypothesis.

positive correlation:
higher Elo-rated hypotheses correspond to higher probability of 
being correct

-> The Elo rating is concordant with high 
quality AI co-scientist results
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Performance Improvement with Compute Scaling
• The system was run with prolonged reasoning on many prompts to see progress over time.
• Outputs were divided into ten sequential “time buckets” (each 10% of the reasoning process).
• For each bucket, they recorded the best Elo achieved and the average Elo of top-10 hypotheses.
• This gauges how the co-scientist’s performance evolves as more computation (iterations) is used.

-> Scaling test-time compute improves scientific reasoning of the AI co-scientist
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Elo Comparison: Co-Scientist vs Baselines
• For a subset of 15 challenging, expert-curated research tasks, the authors ran a tournament including baseline models and 

human proposals.
• All were assigned Elo scores via the same tournament process to directly compare performance.

-> augment or exceed human-level hypothesis generation; framework’s iterative refinement

With increased test-time reasoning, the co-scientist consistently climbs above all baselines on both metrics
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AI-Augmented Expert Solutions
• The human expert's hypothesis is used as a starting point, and the AI co-scientist evolves it further to observe whether the Elo 

score can be improved.

-> The co-scientist system can not only generate hypotheses independently but also 
refine and improve expert “best guess” solutions

it consistently enhanced expert inputs over time, even 
surpassing its own autonomous outputs
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Human Expert Evaluation (Novelty & Impact)
• Domain experts (biomedical researchers) conducted a blind evaluation of outputs for 11 of those curated tasks
• Each expert rated the proposed hypotheses on Novelty and Impact (on a 1–5 scale) and provided an average Preference 

Ranking of each model (1 = most preferred)

-> ability to generate novel, impactful research ideas that can impress domain professionals

The AI co-scientist scored highest on both novelty and impact according to experts
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AI Models as Judges (Peer Review by LLMs)

• A comparison of model outputs as ranked by 
other AI models (“AI peer review”)

The AI co-scientist’s outputs were consistently 
judged the best by these AI evaluators as well

-> generates outputs that other 
strong AI models also consider 
high-quality
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Safety Evaluation
• Goal: 

To test whether the AI system can detect and reject unsafe or unethical research prompts.

• Setup:
1,200 adversarial prompts were created across 40 science domains.
Prompts included harmful, unethical, or dual-use goals, generated using strong LLMs.

• Method:
Used its Reflection agent and review processes to evaluate each prompt.

• Outcome:
The AI rejected all unsafe prompts successfully.
Did not produce any harmful or unethical hypotheses.

• Why It Matters:
Shows the system is robust, aligned, and trustworthy for open-ended scientific tasks.
A critical step for safe deployment of AI in research settings.
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Drug repurposing with the AI co-scientist

• Goal: 
tests the AI co-scientist’s creativity, reasoning quality, and real-world scientific value

• Two Parts:
Expert review of AI-generated drug repurposing proposals.
In vitro lab validation of selected proposals.

• Why It Matters:
This end-to-end setup (from hypothesis generation to lab testing) shows whether the AI's ideas are not just plausible on 
paper, but also scientifically sound in practice.
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Expert review of AI-generated drug repurposing proposals

• AI proposed new cancer uses for approved 
drugs (2,300 drugs × 33 types).

• Proposals followed NIH “Specific Aims” format 
for clarity and structure.

• Top 78 were selected using internal scoring 
(novelty, evidence).

• Reviewed by 6 cancer experts across 15 criteria.

Most proposals rated “Agree” or “Strongly Agree”.

-> it can create credible, expert-level 
research ideas
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In Vitro Validation of AI Proposals

• Rediscovery Test: Select AI proposals with weak prior evidence 
from the literature.

• Novelty Test: Choose a drug the AI proposed with no prior 
connection to AML.

Lab results confirm these drugs reduce AML cell viability → AI’s filtering 
and ranking are effective.
They confirms this novel drug is also effective → AI can generate truly 
new, testable scientific ideas.

-> recover credible existing knowledge; generate 
novel, lab-validated hypotheses

Purpose: To stress-test the AI’s reasoning by checking whether its drug-
repurposing hypotheses work in real lab settings, not just theoretically.
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Conclusion

• Collaborative Mechanism

• Generality

• Future Challenges

AI generates research hypotheses; humans guide direction and validate.
Multi-agent “generate–debate–evolve” loop amplifies scientific exploration.

Can be applied to other domains (e.g., physics, social sciences), enabling interdisciplinary breakthroughs.

Needs broader, high-quality data access beyond open literature.
May still make errors—requires expert review and multimodal checks.
Must prevent unsafe or unethical suggestions.


