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The beginnings of Neural Networks

1943 First computational model of a neuron (McCulloch & Pitts)

1958 Perceptron (Rosenblatt)

Source: https://www.slashcam.de/artikel/Wissen/Kuenstliche-Intelligenz-einfach-erklaert---Perzeptron--Backpropagation-und-Loss--Das-Perzeptron.html



The beginnings of Neural Networks

1969 Perceptron can only handle linearly separable data (Minsky &  Papert)
  

1986 Mulit-layer Perceptron = Feedforward Neural Network

(Hinton, Rumelhart & Williams)

Source: https://indiantechwarrior.com/faster-r-cnn-objects-detection-without-slowness/
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What is a Feedforward Neural Network?

Source: Goldberg, Yoav (2015): 11



What is a Feedforward Neural Network?

x = input
h = hidden layer
W = weight matrix
b = bias term
g = non-linear activation function

Source: Goldberg, Yoav (2015): 12f



Non-Linear Activation Functions

Most common:

● Logistic = Sigmoid 

● Hyperbolic Tangent = Tanh

● Rectified Linear Unit = ReLu



Non-Linear Activation Functions

Logistic = Sigmoid 

Source: https://wandb.ai/ayush-thakur/dl-question-bank/reports/ReLU-vs-Sigmoid-Function-in-Deep-Neural-Networks--VmlldzoyMDk0MzI



Non-Linear Activation Functions

Hyperbolic Tangent

= Tanh

Source: https://paperswithcode.com/method/tanh-activation



Non-Linear Activation Functions

Rectified Linear Unit

= ReLU

Source: https://wandb.ai/ayush-thakur/dl-question-bank/reports/ReLU-vs-Sigmoid-Function-in-Deep-Neural-Networks--VmlldzoyMDk0MzI
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Training of A Neural Network - Gradient-Based Method

● Cost/Loss Function                 : how error estimate is computed
○ the loss of predicting y-head when the true output is y
○ assigns a numerical score (a scalar) to the network’s output y-head given the true expected 

output y.
● Training Objective:

○ minimize the loss across the different training examples
○ we need to repeatedly 

■ computing an estimate of the error over the dataset
■ computing the gradient with respect to the error
■ and then moving the parameters in the direction of the gradient

● Backpropagation
○ move the parameters in the direction of the gradient
○ Basic Algorithm: stochastic gradient descent (SGD)



● Log Loss (Binary Cross-Entropy) (Binary Classification):

● Categorical Cross-Entropy Loss (Classification):

● Hinge Loss (Binary/ Multiclass Classification): 

● Square loss (Regression): 

Loss Function:                   - How “Error” is defined



Training of A Neural Network - Derivative and Gradients update

- Derivative/ Slope:
● local information
● the rate of change of a function 

at a particular point
● indicate how the loss changes 

with respect to each parameter
● determine the direction in which 

the parameters should be 
adjusted to minimize the loss

● Gradient Update with certain learning rate: 



Stochastic Gradient Descent

● optimize parameters to minimize the total loss over the training set
● parameters are updated in the direction of the gradient, scaled by a learning rate
● In SGD: Error is based on a single training example. ➡ Noise
● reduce noise: mini-batch SGD ➡ Gradients based on a sample of m examples



Backpropagation Methods:

● Stochastic Gradient Descent Algorithm (SGD), mini-batch SGD
● Variants of SGD: SGD+Momentum (Polyak, 1964), Nesterov Momentum 

(Sutskever, Martens, Dahl, & Hinton, 2013)
● Adaptive learning rate algorithms: AdaGrad (Duchi, Hazan, & Singer, 2011), 

AdaDelta (Zeiler, 2012), RMSProp (Tieleman & Hinton, 2012) and Adam 
(Kingma & Ba, 2014)



- Forward Pass:
● compute the outputs of the nodes in the graph

○ traverse the nodes in a topological order 
○ compute the output of each node given the already 

computed outputs of its predecessors

Computation Graph View: Input Information Flow



Computation Graph View: Training/ Backprop

- Backward Pass:
● computes the gradients 

with respect to that node's 
value

● derivative ∂ L /∂ a , tells us 
how much a small change 
in a affects L
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Strengths & Limitations

+ Simplicity 
Compared to other complex neural 
network architectures

+ Nonlinearity 

Nonlinear activation functions 

⇾ capture non-linear relationship 
between input and output

+ Scalability 

Layers and neurons can be added

- Sequential data processing 

No Memory of previous inputs

- Fixed Input Size

Consistent number of features 

⇾ padding/truncation
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Model Setup (PyTorch)

● 3 Fully connected layers
○ Author/Language, News: Hidden Sizes of [512, 512]
○ Sentiment: Hidden Sizes of [128, 64]

● Activation Function: ReLu (Rectified Linear Unit) 
● Dropout: 0.5

○ randomly dropping some units and 
their connections from the network during training

● Loss Function: Cross Entropy Loss
● Optimizer: Adam



Usage

● FNN often added after pretrained model for downstream task:
○ Pretrained model used for feature extraction
○ ⇾ Output of model fed into FNN for final classification

Examples:

● CNN (Convolutional Neural Network) +  FNN (standard practice)
● LSTM (Long Short-Term Memory) + FNN
● GPT (Generative Pre-trained Transformer) + FNN



Feature Representations
● TF-IDF 

○ Unigrams, Bigrams

● Word2Vec
○ Word2Vec embeddings from own dataset
○ Pretrained Word2Vec GoogleNews embeddings (trained on Google News articles)

● GloVe (Global Vectors for Word Representation)
○ Based on count-based model
○ Trained on global word-word occurrence statistics

● Contextual Embeddings (bert-base-uncased)
○ Fixed-sized representation of input sequence (pooling)
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Authors - TF-IDF - Unigrams
Epochs: 20, Batch Size: 64



Authors - TF-IDF - Unigrams



Authors - TF-IDF - Bigrams
Epochs: 20, Batch Size: 64



Authors - TF-IDF - Bigrams



Authors - Word2Vec Embeddings
Epochs: 30, Batch Size: 64



Authors - Word2Vec Embeddings



Authors - GloVe Pre-trained Embeddings
Epochs: 25, Batch Size: 64



Authors - GloVe Pre-trained Embeddings



Author Classification - Overview

Accuracy Macro F1 Weighted F1

TF-IDF 
(Unigrams)

0,95 0,91 0,95

TF-IDF 
(Bigrams)

0,91 0,85 0,91

Word2Vec 
Embeddings

0,83 0,72 0,83

GloVe 
Pre-trained 
Embeddings

0,84 0,73 0,84
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Languages - TF-IDF - Unigrams
Epochs: 2, Batch Size: 64



Languages - TF-IDF - Unigrams



Languages - TF-IDF - Bigrams
Epochs: 2, Batch Size: 64



Languages - TF-IDF - Bigrams



Languages - Word2Vec Embeddings
Epochs: 15, Batch Size: 64



Languages - Word2Vec Embeddings



Languages - GloVe Pre-trained Embeddings

Not used for language identification because these are 
pre-trained embeddings for English words.

It doesn’t make sense to use them to identify 
different languages.  



Language Identification - Overview

Accuracy Macro F1 Weighted F1

TF-IDF 
(Unigrams)

1,00 0,96 1,00

TF-IDF 
(Bigrams)

0,99 0,75 0,98

Word2Vec 
Embeddings

0,98 0,90 0,98



Conclusion for the Letter Dataset

Both author classification and language 
identification with a FFNN yield best results with 
simple TF-IDF vector representations of the 
letters.
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News Classification - Huffington Post
['headline', 'short_description']

● TF-IDF 
○ Unigrams, Bigrams

● Word2Vec
○ Word2Vec embeddings from own dataset
○ Pretrained Word2Vec GoogleNews embeddings (trained on Google News articles)

● GloVe (Global Vectors for Word Representation)
○ Based on count-based model
○ Trained on global word-word occurrence statistics



News - TF-IDF Unigrams 
Epochs: 5, Batch Size: 64

Accuracy: 0.5308
F1-Score: 0.5305

Best Categories (F1-Score):

1. Weddings: 0.7465
2. Divorce: 0.7437
3. Queer Voices: 0.6972

['headline', 'short_description']





News - TF-IDF Unigrams
Epochs: 20, Batch Size: 64

Accuracy: 0.5371
F1-Score: 0.5375

Best Categories (F1-Score):

1. Weddings: 0.7506
2. Divorce: 0.7639
3. Taste: 0.6894





News - TF-IDF Bigrams
Epochs: 5, Batch Size: 64

Accuracy: 0.3947
F1-Score: 0.4067

Best Categories (F1-Score):

1. Weddings: 0.6484
2. Divorce: 0.5826
3. Sports: 0.5777





News - Word2Vec
Epochs: 20, Batch Size: 64, Window: 5

Accuracy: 0.2335
F1-Score: 0.2208

Best Categories (F1-Score):

1. Home & Living: 0.3906
2. Crime: 0.3864
3. Weddings: 0.3378





News - Word2Vec
Epochs: 20, Batch Size: 64, Window: 10

Accuracy: 0.2389
F1-Score: 0.2244

Best Categories (F1-Score):

1. Style & Beauty: 0.4717
2. Home & Living: 0.4085
3. Weddings: 0.3515





News - GloVe 
Epochs: 20 (25), Batch Size: 64

Accuracy: 0.2246 (0.2256)
F1-Score: 0.2151 (0.2174)

Best Categories (F1-Score):

1. Style & Beauty: 0.4081
2. Home & Living: 0.3515
3. Crime: 0.3106





News - GoogleNews (w2v) 
Epochs: 5, Batch Size: 64

Accuracy: 0.5636
F1-Score: 0.5595

Best Categories (F1-Score):

1. Weddings: 0.7427
2. Taste: 0.7292
3. Home & Living: 0.7247





News - GoogleNews (w2v) 
Epochs: 15, Batch Size: 64

Accuracy: 0.5771
F1-Score: 0.5733

Best Categories (F1-Score):

1. Home & Living: 0.7460
2. Weddings: 0.7449
3. Taste: 0.7335





News - bert-base-uncased 
Epochs: 20, Batch Size: 64

Accuracy: 0.5446
F1-Score: 0.5393

Best Categories (F1-Score):

1. Taste: 0.7043
2. Sports: 0.7019
3. Weddings: 0.6981







Conclusion for the News Dataset

Best results: GoogleNews Embeddings
Worst results: GloVe Embeddings

“Best” Category: Weddings (Home & Living, Taste)
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Sentiment - Tf-Idf Unigrams

● batch size: 32
● epochs: 20 * 5 = 100

Accuracy: 0.87
F1-Score: 0.87

For Each Category (F1-Score):

● negative: 0.87
● positive: 0.88



Sentiment - Tf-Idf Unigrams



Sentiment - Tf-Idf Bigrams
● batch size: 32
● epochs: 20 * 5 = 100

Accuracy: 0.87
F1-Score: 0.87

For Each Category (F1-Score):

● negative: 0.87
● positive: 0.88



Sentiment - Tf-Idf Bigrams



Sentiment - Word2Vec Embeddings

● batch size: 32
● epochs: 500 * 5 = 100

Accuracy: 0.59
F1-Score: 0.59

For Each Category (F1-Score):

● negative: 0.61
● positive: 0.57



Sentiment - Word2Vec Embeddings



Sentiment - GloVe Pre-Trained Embeddings

● batch size: 32
● epochs: 500 * 5 = 2500

Accuracy: 0.78
F1-Score: 0.78

For Each Category (F1-Score):

● negative: 0.78
● positive: 0.78



Sentiment - GloVe Pre-Trained Embeddings



Sentiment Classification - Overview

Accuracy Macro F1 Weighted F1

TF-IDF 
(Unigrams)

0.87 0.87 0.87

TF-IDF 
(Bigrams)

0.87 0.87 0.87

Word2Vec 
Embeddings

0.59 0.59 0.59

GloVe 
Embeddings

0.78 0.78 0.78



Conclusion for the Sentiment Dataset

Best results: Tf-Idf Unigrams / Bigrams
Worst results: Word2Vec Embeddings

● Similar Classification Performance on Negative and 
Positive Labels.
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